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Abstract

In this work we give a methodology for controller design and analysis which accounts

for design criteria such as: (a) optimal system response to external disturbances, (b)

robustness to modeling uncertainty, and (c) constraints on the controller order. The

methodology is applied to a structural control benchmark problem sponsored by the

ASCE Committee on Structural Control. The structural system considered consists of a

scale model of a three-story building employing an active mass driver to suppress ground

motion disturbances. The methodology proved e�ective for obtaining a satisfactory

low-order controller for this class of problems.

1 Introduction

The goal of this paper is to report on a methodology for controller design and analysis which

accounts for design criteria such as (a) optimal system response to external disturbances,

(b) robustness to modeling uncertainty, and (c) constraints on the controller order. The
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methodology does not include all of these objectives in the design stage; instead, a subset

of objectives is optimized to produce a family of controllers that is screened later using the

remaining criteria. The outcome of this screening process is the �nal controller.

We have used this methodology to design controllers for the structural control benchmark

problems [1]. To keep this paper to a manageable size, we present the results for the �rst

benchmark problem only. Briey, the solution we obtained for this problem has the following

features:

� 8th-order stable controller.

� The structural responses (interstory drifts and oor accelerations), to random ground

disturbances, are reduced by 63%; these responses are optimal.

� The structural responses, to the Hachinohe and El Centro earthquakes, are reduced by

39%.

� The hard constraints on commanded actuator voltage, displacement and acceleration

of the active mass driver, are all met.

� The compensated loop gain is less than �20db at all frequencies outside the range 5Hz

to 31Hz; thus, the control bandwidth contains the �rst three structural modes only,

and it ensures robustness of stability and performance to unmodeled dynamics.

� robust stability is guaranteed for simultaneous variations in the �rst three structural

modes (the controlled modes) of at least 21% in natural frequencies and 53% in damping

ratios.

The paper contains �ve more sections and three appendices. In section 2, we give a brief

description of the design model. Section 3 summarizes the evaluation criteria, and controller

implementation constraints, of the benchmark problem. The methodology for controller

design and analysis is in section 4. A key contribution of this section, which should prove

useful to other groups working in the benchmark problem, is the optimal tradeo� surface

between the system response to random disturbances and the cost of actuation. This surface

can be used to make quantitative comparisons among the controllers obtained for the �rst

benchmark problem. Controller order reduction and robustness analysis tests are part of

the methodology and they are included in section 4 also. Section 5 contains the results of

the time-domain simulations performed with the SIMULINK model introduced in [1]. The

appendices summarize the methods and tools required to implement our methodology.
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2 Design model

The model used for controller design and analysis is the evaluation model described in [1].

This model has 28 states and it is given by the following equations

_x = Ax+ E�xg +Bu (1a)

y = Cyx+ Fy�xg +Dyu; (1b)

where x is the state vector, �xg is the ground acceleration, u is a scalar control input, and y is

the measurement vector available to the controller. The measurement vector y is partitioned

into yT = [yT1 y2], where

y1 =

2
666666664

xm

�xa1

�xa2

�xa3

�xam

3
777777775
and y2 = �xg: (2)

The units of the control input u and the measurement y are volts; thus, the input-output

map from u to y is nondimensional.

No attempt is made to reduce the order of the model for design purposes. This is because

the number of states is within the range that can be handled by the design methods used in

this paper.

The controllers are designed using continuous-time methods without taking into account

time/amplitude quantizations; these discretizations are incorporated later to obtain the im-

plementable control laws. The notation used for the ideal control law is

u = C1y1 + C2y2 (3)

where C1 and C2 denote continuous-time linear time-invariant dynamical systems; C1 is a

feedback controller while C2 is a feedforward controller. The notation used for the overall

controller is

C =
h
C1 C2

i
: (4)

3 Evaluation criteria and implementation constraints

The evaluation criteria and implementation constraints are de�ned in [1] and repeated here

for completeness.
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3.1 Stochastic evaluation criteria

In this case, the ground acceleration �xg is a stationary stochastic process with power spectral

density

S�xg�xg(!; !g; �g) = S0(!g; �g)
4�2g!

2
g!

2 + !4�
!2 � !2

g

�2
+ 4�2g!

2
g!

2

(5)

where the natural frequency !g and the damping ratio �g lie in prescribed intervals. The

scaling factor S0 keeps constant the rms value of the ground acceleration irrespective of

changes in !g and �g.

In addition to this ground disturbance, the entire measurement vector y is corrupted

by the measurement noise v. Each component of the measurement noise is modeled as a

stationary white noise process.

When both the random ground disturbance and the measurement noise are applied to

the structure, the e�ectiveness of the controller is to be measured by the following criteria1:

J1 = max

(
�d1
�x30

;
�d2
�x30

;
�d3
�x30

)
(6a)

J2 = max

(
��xa1
��xa30

;
��xa2
��xa30

;
��xa3
��xa30

)
(6b)

J3 = max

(
�xm
�x30

)
(6c)

J4 = max

(
� _xm

� _x30

)
(6d)

J5 = max

(
��xam
��xa30

)
(6e)

where the interstory drifts di are the relative lateral displacements between oors (d1 = x1,

d2 = x2�x1, d3 = x3�x2), _xi is the lateral velocity of oor i, and �xai represents the absolute

lateral acceleration of oor i. The signals xm, _xm and �xam are the displacement (relative

to the 3rd oor), velocity and absolute acceleration of the active mass driver. Finally, the

normalization constants �x30 , � _x30, and ��xa30 are, respectively, the worst case rms values of

the 3rd oor position, velocity and absolute acceleration, over all allowed values of !g and

�g, when the loop is open.

In addition, the following hard constraints must be met

�u � 1 v, ��xam � 2 g, �xm � 3 cm: (7)

1We use the symbol �x to denote the rms value of a stochastic signal x.
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The criteria (6) and the rms values de�ning the constraints (7) depend on the parameters

!g and �g of the disturbance model (5). When evaluating the criteria, and constraints, for

a given controller, these quantities need to be maximized over !g and �g to determine the

worst possible values. This is to be done using the following ranges

3:18 Hz � !g � 19:1 Hz, 0:3 � �g � 0:7: (8)

3.2 Deterministic evaluation criteria

In this case, the ground acceleration is one of two historical earthquake records: 1940 El

Centro NS and 1968 Hachinohe NS. The controller is evaluated according to the following

criteria:

J6 = max
El Centro

Hachinohe

max
t

(
jd1(t)j

x30
;
jd2(t)j

x30
;
jd3(t)j

x30

)
(9a)

J7 = max
El Centro

Hachinohe

max
t

(
j�xa1(t)j

�xa30
;
j�xa2(t)j

�xa30
;
j�xa3(t)j

�xa30

)
(9b)

J8 = max
El Centro

Hachinohe

max
t

jxm(t)j

x30
(9c)

J9 = max
El Centro

Hachinohe

max
t

j _xm(t)j

_x30
(9d)

J10 = max
El Centro

Hachinohe

max
t

j�xam(t)j

�xa30
(9e)

where x30, _x30 and �xa30 are the largest peak values, taken over both earthquake records, of

the 3rd oor position, velocity and absolute acceleration, respectively, when no controller is

present.

In addition, the following hard constraints must be met

max
El Centro

Hachinohe

max
t

ju(t)j � 3 v (10a)

max
El Centro

Hachinohe

max
t

j�xam(t)j � 6 g (10b)
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max
El Centro

Hachinohe

max
t

jxm(t)j � 9 cm: (10c)

3.3 Implementation constraints

The controller for the structural control benchmark problem must be delivered in discrete

time [1]. The discrete-time controller is to operate at 1kHz sampling rate, and it must satisfy

the following implementation constraints: (a) open loop stable, and (b) order no higher that

12 states.

4 Optimization-based design methodology

In this section we formulate the controller design problem as a multiobjective optimization

problem. The precise steps used for controller design are shown below.

1. Select the nominal parameters !g and �g for the random ground disturbance model in

(5), within the ranges shown in (8), which will be used for controller design.

2. Using the disturbance model selected in step 1, compute the optimal tradeo� surface

between the stochastic actuation costs and stochastic structural response, subject to

the hard constraints (7). This step produces a set of controllers that optimizes the

stochastic structural response and the stochastic actuation costs.

3. Reduce the order of the optimal controllers obtained in step 2 to generate a set of

low order controllers that meet the stochastic hard constraints, and whose structural

responses and actuation costs are as close as possible to the optimal tradeo� surface

computed in step 2.

4. Compute the subset of low order controllers that meet the deterministic hard con-

straints (10).

5. Analyze the robustness to variations in the disturbance model (5), variations in struc-

tural parameters, and unmodeled dynamics, of the set of low order controllers computed

in step 4 and select a �nal candidate for implementation.
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4.1 Achievable performance with stochastic disturbances

Given the parameters, !g and �g, of the disturbance model (5), and a controller, the structural

response of the system can be measured by the single performance measure

Jper = maxfr1J1; J2g (11)

where the positive number r1 provides the relative weight between the interstory drifts (J1)

and oor absolute accelerations (J2). The actuation cost can be measured by

Jact = maxfr3J3; r4J4; J5g (12)

where r3 and r4 are positive numbers providing relative weighting among the actuator dis-

placement (J3), actuator velocity (J4) and actuator acceleration (J5).

Performance improvement, i.e. reduction of Jper, can only be obtained at the expense of

an increase in Jact. The optimal tradeo� between Jper and Jact may be computed by solving

the following constrained optimization problem:

Jopt

act (q) = minJact (13)

subject to Jper � q Jol

per

�u � 1 v, �xm � 3 cm, ��xam � 2 g

where Jol

per is the performance cost for the open loop system, the parameter q satis�es the

inequality 0 � q � 1, and the minimization is performed over all the controllers C (see

equation (4)) that stabilize the system.

A solution to problem (13) gives a controller that satis�es the stochastic hard constraints

(7), and achieves a performance cost Jper no greater than q Jol

per with the least possible

actuation e�ort. By sweeping q between zero and one, the tradeo� curve between Jper and

Jact may be generated. This gives a family of controllers which are Pareto optimal for the

costs Jper and Jact when the hard constraints are met. This family may be screened for other

performance measures and/or robustness properties to select the �nal controller candidates.

Details for solving (13) are given in appendix A.

The parameters used for solving problem (13) are shown in Table 1. The relative weights

r1, r3 and r4 are taken to be one because no information justifying the preference of one cost

over another was provided. We take the nominal values of !g and �g to be the worst-case

for the uncontrolled (open loop) structure [1]. In this problem this is a very logical choice.

Partly, this is because to improve the structural response, with the least actuation e�ort,

the controller should increase the damping of the modes that de�ne performance without
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!g �g r1 r3 r4

5:94 Hz 0:3 1 1 1

Table 1: Parameters for problem (13).

changing their natural frequencies. Later, it will be shown that our designs do satisfy this

property.

Figure 1 gives the tradeo� curve between Jper and Jact. This �gure is obtained by solving

(13), with 0:19 � q � 0:63, and plotting Jper(q) against its corresponding value of Jopt

act (q).

This result states that there exists no stabilizing controller meeting the stochastic hard

constraints with both Jact and Jper below the optimal tradeo� curve. The individual costs J1

to J5 and the rms values of u; xm and �xam are plotted against q in Figure 2. Frames (3,2),

(4,1), and (4,2), show that the hard constraints (7) and (10) are met.

The tradeo� curve in Figure 1 should prove useful to other groups working with the

benchmark problem for this curve can be used to make quantitative comparisons among the

controllers obtained for the �rst benchmark problem.

4.2 Controller reduction

The controllers lying on the optimal tradeo� plot of Figure 1 have order 30. These con-

trollers were reduced applying the weighted balance and truncation method on a coprime

factorization of the controllers. The weight was selected to guarantee closed loop stability

with the reduced-order controllers. As left and right coprime factor reduction can give dif-

ferent results, both methods were applied. Details of the methods are given in appendix B.

Using this method a set of 10th-order controllers was obtained.

The tradeo�, between Jact and Jper, achieved by the reduced-order controllers is shown

Figure 3. This set of 10th-order controllers is practically optimal. The individual costs J1 to

J5, and rms values of the signals that must satisfy hard constraints, are plotted in Figure 4

together with the optimal ones. There is no di�erence between the optimal values and the

values attained by the reduced-order controllers.

4.3 Response to deterministic disturbances

The time domain speci�cations, namely costs J6 to J10 and hard constraints in the peak values

of u, xm, and �xam, for two earthquake records, were not included in the optimization problem
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(13). Solutions to (13) are not guaranteed to satisfy the time domain hard constraints (10),

nor the costs J6 to J10 are guaranteed to be optimal in any sense. As a result, further analysis

is needed to obtain a set of controllers that meet all speci�cations.

Figure 5 shows the results of the time domain analysis for the reduced-order controllers.

The subset of reduced-order controllers that meets all constraints is obtained when q � 0:34,

see frame (4,2) in Figure 5. Once again, the optimal controllers and the reduced-order

controllers show the same behavior in response to the deterministic disturbances.

4.4 Admissible controller

Based on the analysis performed so far, the 10th-order controller with q = 0:34 gives the

best performance for both random and deterministic disturbances. In addition this controller

meets all the hard constraints of the problem. A closer examination of the individual SISO

transfer functions of this 10th-order controller showed near zero-pole cancelations in each

transfer function which were not removed by the model reduction scheme. After removing

these near zero-pole cancelations we obtained an 8th-order controller with almost identical

performance. We shall refer to this 8th-order controller as the admissible controller.

The next three subsections contain the results of several robustness tests that demonstrate

that the admissible controller is a good candidate for implementation.

4.5 Uncertainty in the random disturbance model

Figures 6 and 7 show, respectively, the values of Jact and Jper for the 8th-order admissible

controller, as the parameters !g and �g of the disturbance model (5) vary in the ranges given

in (8). The plots clearly show that the worst-case closed loop costs are achieved at the open

loop worst-case values !g0 = 5:94 Hz, �g0 = 0:3.

The fact that the worst-case closed loop parameters !g and �g are the worst-case param-

eters for the uncontrolled structure is not exclusive to q = 0:34. Variations in the stochastic

evaluation criteria with !g and �g are shown in Figure 8 for the 10th-order controllers with

q = 0:34; 0:44; 0:54; 0:63. From Figure 8 it follows that all stochastic evaluation criteria reach

their maximum value at the open loop worst-case parameters.

4.6 Feedback properties and robustness to unmodeled dynamics

This section contains several frequency domain tests corresponding to the 8th-order admis-

sible controller. We make use of the following notation. The open loop transfer matrix from
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u to y1 in equations (1) and (2), is denoted by Py1u(s). The transfer matrix of the feedback

controller C1 in equation (3) is denoted by K1(s).

Figure 9 shows the loop gain, with the loop broken at the plant input u; i.e., the magnitude

of the frequency response K1(j!)Py1u(j!). The loop gain is less than 0.1 (�20db) outside

the frequency interval [5,31] Hz. The roll-o�s at high and low frequencies are adequate for

the evaluation model is accurate up to 100 Hz [1]. Figure 10 shows the Nyquist plot of

�K1(j!)Py1u(j!). The gain margin is 5.4 at 20.9 Hz. The phase margin is 57.1 deg at 18.1

Hz. These are good margins.

Figure 11 shows the variation of the closed loop poles with the controller gain; i.e., the

zeros of the characteristic equation

1 � gain K1(s)Py1u(s) = 0 (14)

when the gain is changed from 0 to 5.4 (the gain margin of the system). The three poles

close to the imaginary axis are structural modes, the remaining 4 poles are all the controller

modes.

From Figures 9 and 11, it follows that the feedback component of the controller improves

the structural response by increasing the damping of the �rst three structural modes without

changing their (damped) natural frequencies.

Figure 12 shows the largest singular value (�max) of the complementary sensitivities at

plant input and output. These transfer functions are given by

Ti(s) = (1 �K1(s)Py1u(s))
�1K1(s)Py1u(s) (at plant input) (15)

To(s) = (I � Py1u(s)K1(s))
�1Py1u(s)K1(s) (at plant output) (16)

From the plot of �max(Ti(j!)) we conclude that noise in the control input u is attenuated at

all frequencies. From the plot of �max(To(j!)) we conclude that noise in the feedback sensors,

the linear variable di�erential transformer and the accelerometers measuring actuator and

oor accelerations, is attenuated at all frequencies except for a tiny interval around 18Hz.

The complementary sensitivities shown in Figure 12 also give the stability margin to

multiplicative (or relative) uncertainty at plant input and plant output [2, 3]. For example,

suppose the true transfer matrix of the structure, from the control input to the feedback

sensors, is given by

Py1u;true(s) = Py1u(s)(1 + ei(s)) (17)

where ei(s) denotes relative modeling error at plant input; e.g., due to unmodeled actuator

dynamics. If ei(s) is stable then the closed loop system will remain stable as long as

jei(j!)j <
1

�max(Ti(j!))
(18)
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for all frequencies. Hence, from Figure 12 it follows that ei could be as large as 100% without

de-stabilizing the closed loop; in fact, at frequencies other than the �rst three structural

modes the stability margin is well above 100%. Similarly, the plot of �max(To(j!)) shows

that multiplicative perturbations at plant output; i.e., perturbations of the form

Py1u;true(s) = (I + Eo(s))Py1u(s); (19)

which account for unmodeled sensor dynamics, could be as large as 100% without de-

stabilizing the closed loop, except for a tiny interval around 18Hz in which �max(Eo(j!))

should not exceed 66%.

4.7 Parametric uncertainty

A � test [2, 4] was performed to determine stability when the natural frequencies and damping

ratios of the �rst three natural modes are perturbed simultaneously. Recall from the previous

subsection that these modes determine the performance of the controlled structure. The

nominal frequencies, and damping ratios, of these modes are: !1 = 5:81Hz �1 = 0:33%,

!2 = 17:68Hz �2 = 0:23%, !3 = 28:53Hz �3 = 0:30%.

The closed loop system is guaranteed to remain stable when the structural parameters are

perturbed by the following amounts: 21% in natural frequencies (pole magnitude) and 53%

in the damping ratios. The upper bound for � for this simultaneous parameter variation is

shown in Figure 13. The interconnection structure required to perform this analysis is given

in appendix C.

5 Controller validation

The 8th-order admissible controller was discretized using the bilinear Tustin transform with

a 1kHz sampling rate. Since the magnitudes of the controller zeros and poles are below

31Hz, the discretization showed no problems with good match between the discrete and

continuous time frequency responses. The continuous-time controller is open loop stable

(see the controller poles in Figure 11); thus, since we use the bilinear transform, so is the

discretized version.

The �nal linear discrete-time controller was simulated in the time-domain using the non-

linear SIMULINK program given in [1]. This program contains the linear evaluation model,

the A/D and D/A converters with 12-bit precision and a span of �3v, the random and

deterministic ground disturbances, and the sensor noises with 0:01v rms value.
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The e�ectiveness of the controller can be seen by comparing the open and closed-loop

time histories. Figure 14 shows the time histories for the 3rd oor acceleration �xa3 and the

1st oor interstory drift d1, when the system is excited with El Centro earthquake record.

Figure 15 shows how these variables respond to the Hachinohe earthquake. We only show the

3rd oor acceleration, and the 1st interstory drift, because these are the largest acceleration

and drift.

From the simulations, we obtained the actual values of the evaluation criteria de�ned in

section 3, with the 8th-order admissible controller. The analytical values of the evaluation

criteria correspond to the (linear) continuous-time closed loop. The results for the case of

random disturbances, are shown in Table 22, and the results for the case of deterministic

disturbances are shown in Table 3.

The following conclusion is immediate from these tables: The controller reduces the ran-

dom interstory drift, and oor acceleration, responses by 63%, or more. The controller

reduces the deterministic interstory drift, and oor acceleration, responses by 39%. All hard

constraints are met.

2The actual values of the stochastic evaluation criteria were computed using the worst case parameters

!g and �g in (5) for the linear, continuous-time closed loop, obtained as shown in section 4.5. The reason for

using these worst case parameters is that the computation of the worst case parameters for the linear system

is much less expensive than the computation of those for the nonlinear system. This choice is justi�ed in that

the nonlinear e�ects considered in the simulations are mild, and then no sensible di�erences are expected

between the worst case parameters for both systems.
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Open loop Closed loop Reduction [%]

Analytical Actual

J1 0.5761 0.2139 0.2132 63

J2 0.9756 0.3207 0.3214 67

J3 0.0706 0.7028 0.7119 -908

J4 0.0706 0.7007 0.7087 -904

J5 1.0429 0.7090 0.6859 34

�u 0 0:2340 v 0:2278 v N/A

�xm 0:0925 cm 0:9417 cm 0:9326 cm -908

��xam 1:8667 g 1:2993 g 1:2278 g 34

Table 2: Evaluation criteria with 8th-order admissible controller|random disturbances. The

entries in this table were computed using the value of the scaling factor S0 in (5), and the

values of the constants x30, _x30 and �x30 in (6), presented in [1].

Open loop Closed loop Reduction [%]

Analytical Actual

J6 0.6201 0.3800 0.3797 39

J7 1.043 0.6431 0.6398 39

J8 0.07721 1.484 1.4778 -1814

J9 0.083 1.395 1.3909 -1576

J10 1.139 1.712 1.6827 -48

jujmax 0 0:9748 v 0:9771 v N/A

jxmjmax 0:2458 cm 3:458 cm 3:4616 cm -1308

j�xamjmax 5:428 cm 5:858 g 5:8105 g -7

Table 3: Evaluation criteria with 8th-order admissible controller|Hachinohe and El Centro

earthquakes.
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A Solution to optimization problem

The optimization problem (13) is solved using the method presented in [5].

Step 1

Obtain a realization for the linear time invariant system that includes the structural model

(1), the stochastic ground disturbance model (5), and the white measurement noise, of the

form

_� = A� +B1

2
4 wg

vn

3
5+B2u (20a)

z = C1� +D11

2
4 wg

vn

3
5+D12u (20b)

y = C2� +D21

2
4 wg

vn

3
5+D22u: (20c)

The signal wg is a normalized (unit spectral density) white noise process representing the

input to the disturbance model, vn is the normalized sensor noise process uncorrelated with

wg, u is the control signal (in volts), and y is the six-component measurement vector (in

volts). The vector of controlled responses z has twelve components and it is de�ned by

z1 = r3
xm
�x30

z7 = r1 d1
q Jolper �x30

z2 = r4
_xm
� _x30

z8 = r1 d2
q Jolper �x30

z3 = �xam
��xa30

z9 = r1 d3
q Jolper �x30

z4 = u

1 v z10 = �x1
q Jolper ��xa30

z5 = �xam
2 g z11 = �x2

q Jolper ��xa30

z6 = xm
3 cm z12 = �x3

q Jolper ��xa30
:

where q and Jol

per are as in (13).

De�ne the exogenous input w = [wT
g vTn ]

T . Pick a stabilizing controller C (see equation

(4)) and let Tziw denote the closed loop transfer matrix from w to zi, for i = 1; : : : ; 12.

Standard results [6] show that the optimization problem (13) is equivalent to the following

problem:

min
C

 subject to (21a)

kTziwk2 <  i = 1; � � � ; 3

kTziwk2 < 1 i = 4; � � � ; 12
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where the minimization is performed over all stabilizing controllers C and the symbol k � k2

denotes the H2 norm of a transfer matrix de�ned by

kTk2 =

s
1

2�
trace

Z
1

�1

T (j!)T �(j!)d!:

The formulas presented in the following steps are valid for D11 = 0, a condition that

holds for (20).

Step 2

Obtain the real, symmetric, stabilizing solution �Y to the algebraic Riccati equation

AY + Y AT +B1B
T
1 � (Y CT

2 +B1D
T
21)

�
D21D

T
21

�
�1

(C2Y +D21B
T
1 ) = 0:

Step 3

Given �Y and a small number � [5], �nd any real symmetric Qp and any real Wp satisfying

the linear equation

AQp +QpA
T +B2Wp +W T

p B
T
2 + (�Y CT

2 +B1D
T
21)

�
D21D

T
21

�
�1

(C2
�Y +D21B

T
1 ) + �I = 0;

which has solution because (A;B2) is stabilizable.

Step 4

Find a basis f(Qj;Wj)gj=1;���;r for the linear subspacen
(Q;W ) : Q = QT ; AQ+QAT +B2W +W TBT

2 = 0
o
:

Step 5

Solve the following convex optimization problem on the scalar variables 2; a1; � � � ; ar:

min 2 subject to (22)2
4 2 � C1i

�Y CT
1i C1iQ+D1iW

(C1iQ+D1iW )T Q

3
5 � 0; i = 1; � � � ; 3

2
4 1 � C1i

�Y CT
1i C1iQ+D1iW

(C1iQ+D1iW )T Q

3
5 � 0 i = 4; � � � ; 12

Q = Qp +
Pr

j=1 ajQj

W = Wp +
Pr

j=1 ajWj

15



where C1i (D1i) is the ith row of C1 (D1). Problem (22) can be e�ciently solved using

standard software tools [7].

Step 6

Denote an optimal solution to (22) by fopt; aopt1 ; � � � ; aoptr g, and de�ne the optimal matrices

Qopt and W opt as follows:

Qopt =
rX

j=1

aoptj Qj

W opt =
rX

j=1

aoptj Wj:

A stabilizing controller solving (13) has the following realization:2
4 Ak Bk

Ck Dk

3
5 =

2
4 A+HC2 +B2F +HD22F �H

F 0

3
5

where F = W opt (Qopt)�1 and H = �( �Y CT
2 +B1D

T
21)

�
D21D

T
21

�
�1

.

B Controller reduction

This appendix describes the procedure used to obtain reduced-order controllers. The reduc-

tion was performed applying the weighted balance and truncation method on a controller

coprime factorization, where the weight is chosen to preserve closed loop stability. The

method is presented in [8, 2]. The two procedures described below correspond to the trun-

cation of left and right controller factorizations.

Stability Weighted Left Coprime Factorization

Step 1

Find a left coprime factorization ( ~V (s); ~U(s)) [2, 3] of the controller transfer matrix K(s);

e.g., compute stable matrices ( ~V (s); ~U(s)) satisfying K(s) = ~V �1(s) ~U(s):

Step 2

Obtain a minimal realization for the weight W (s) de�ned by

W (s) =

2
4 �Pyu(s)

I

3
5 (I �K(s)Pyu(s))

�1 ~V �1(s);

16



where Pyu(s) is the transfer matrix from control signal u to the measurement vector y, which

is stabilized by the controller K(s).

Step 3

Apply the weighted balance and truncation method, given in [8, 2, 9], to the systemh
~U(s) ~V (s)

i
W (s)

to obtain the reduced-order coprime factorsh
~̂U(s) ~̂V (s)

i
:

The reduced-order controller K̂(s) is given by

K̂(s) = ~̂V
�1

(s) ~̂U(s);

and it is guaranteed to stabilize the system Pyu(s) ifh ~U(s)� ~̂U(s) ~V (s)� ~̂V (s)
i
W (s)


1

< 1:

Stability Weighted Right Coprime Factorization

Step 1

Find a right coprime factorization (V (s); U(s)) of the controller transfer matrix K(s);

e.g.,compute stable matrices (V (s); U(s)) satisfying K(s) = U(s)V �1(s).

Step 2

Obtain a minimal realization for the weight W (s) de�ned by

W (s) = V �1(s) (I � Pyu(s)K(s))�1
h
�Pyu(s) I

i
:

where Pyu is the transfer matrix from control signal u to measurement vector y, which is

stabilized by the controller K(s).

Step 3

Apply the weighted balance and truncation method, given in [8, 2, 9], to the system

W (s)

2
4 U(s)

V (s)

3
5

17



to obtain the reduced-order coprime factors2
4 Û(s)

V̂ (s)

3
5 :

The reduced-order controller K̂(s) is given by

K̂(s) = Û (s)V̂ �1(s);

and is guaranteed to stabilize the system Pyu(s) ifW (s)

2
4 U(s) � Û(s)

V (s)� V̂ (s)

3
5

1

< 1:

C Interconnection structure for � test

The �-test in section 4.7 requires a description of the parametric uncertainty, in the �rst

three structural modes, for the transfer matrix Py1u from u to y1 de�ned in (1) and (2).

Step 1

Use the evaluation model to compute the following expansion for the nominal Py1u

Py1u(s) =
3X

i=1

Ci1 s+ Ci2

s2 + 2�i0!i0 s + !2
i0

+ R(s) (23)

where the �rst three terms contain the dynamics of the �rst three structural modes, and R

contains the remaining dynamics. In (23), Cij is a column vector of dimension �ve, !i0 and

�i0 are the nominal frequency and damping ratio of mode i.

Step 2

Model the perturbations in the natural frequencies and damping ratios, of the �rst three

structural modes, using the equations

P per
y1u

(s) =
3X

i=1

P i(s) +R(s) (24a)

P i(s) =
Ci1 s+ Ci2 (!i=!i0)2

s2 + 2�i!i s+ !2
i

(24b)

where !i = !i0(1+W!i�!i), �i = �i0(1+W�i��i), �!i and ��i denote real parametric variations

with magnitude less than one, W!i > 0 and W�i > 0 specify the size of the uncertainty and

are de�ned by the user. Notice, from (24b), that the high and low frequency behavior of

P i(s) is independent of the perturbations in !i and �i.

18



Step 3

Isolate the uncertain parameters in (24b) by writing each uncertain component P i(s) as

follows:

P i(s) = Gi
22(s) +Gi

21(s)�
i(I �Gi

11�
i)�1Gi

12(s) (25a)

2
4 Gi

11 Gi
12

Gi
21 Gi

22

3
5 =

2
4 C i

1

C i
2

3
5 (sI �Ai)�1

h
Bi

1 Bi
2

i
+

2
4 Di

11 0

Di
21 0

3
5 (25b)

�i =

2
664
�!i 0 0

0 �!i 0

0 0 ��i

3
775 (25c)

where

Ai =

"
0 !0i

�!0i �2�0i!0i

#
Bi
1

=

"
W!i 0 0

�2�0iW!i �W!i �W�i

#
Bi
2

=

"
0

1

#

Ci
1

=

2
64 0 !0i

!0i 0

0 2�0i!0i

3
75 Di

11
=

2
64 0 0 0

0 0 0

2�0iW!i 0 0

3
75

Ci
2

=
h

1

!0i
Ci2 Ci1

i
Di

21
=

h
0

W!i

!2
0i

Ci2 0
i
:

It now follows from (24a) and (25a) that the perturbed transfer matrix P per
y1u

(s) is the transfer

matrix, from u to y1, in the block diagram shown in Figure 16, where the transfer matrix Gi

is given by

Gi =

2
4 Gi

11 Gi
12

Gi
21 Gi

22

3
5 :

Thus, P per
y1u

(s) is now in the format necessary for the � test [4, 2].
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Figure 4: Evaluation criteria{random disturbances{optimal and reduced-order controllers.
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