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Summary

This study investigates the use of H2, �-synthesis, and mixed H2=� methods to con-

struct full order controllers and optimized controllers of �xed dimensions. The benchmark

problem de�nition is �rst extended to include uncertainty within the controller band-

width in the form of parametric uncertainty representative of uncertainty in the natural

frequencies of the design model. The sensitivity of H2 design to unmodeled dynamics

and parametric uncertainty is evaluated for a range of controller levels of authority. Next,

�-synthesis methods are applied to design full order compensators that are robust to both

unmodeled dynamics and to parametric uncertainty. Finally, a set of mixed H2=� com-

pensators are designed which are optimized for a �xed compensator dimension. These
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mixed norm designs recover the H2 design performance levels while providing the same

levels of robust stability as the � designs. It is shown that designing with the mixed

norm approach permits higher levels of controller authority for which the H2 designs are

destabilizing. The benchmark problem is that of an active tendon system. The controller

designs are all based on the use of acceleration feedback.

Keywords: robust control, mixed H2=� control, parametric uncertainty, homotopy methods,

structural control

1 Introduction

Concepts for active and hybrid active/passive control in building structures have been

explored by a number of authors (e.g. Ref. 1). More recent attention has been given

to the application of robust control theory in the context of H1 design (e.g. Refs. 2, 3,

4). Robust control is concerned with maintaining performance with uncertainty in the

dynamical system. Uncertainties are basically the discrepancies between the mathematical

model of the plant to be controlled and the actual plant. It is often the case that the higher

modes of vibration of a structure are discarded in the model. Thus one form of uncertainty

is due to neglected dynamics. Another example is the mass or sti�ness of some element of

the dynamical system, which will always di�er to some degree from the model value. This

is called parametric uncertainty. Exogenous inputs, or disturbances, are also uncertainties.

They a�ect performance, but not stability. For an actively controlled building, seismic

activity, wind gusts, and sensor noise are examples of exogenous disturbances. Robust

control means having a controller which maintains stability and performance speci�cations

in the presence of uncertainty. Performance is measured by the response of the controlled

system to worst case bounded disturbances. Speci�c de�nitions of performance will be

given later. Before robust control theory was developed, multivariable controller design
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techniques provided only su�cient conditions for robust performance, which could be very

conservative for poorly conditioned plants (or for well conditioned plants with non-round

performance speci�cations). What distinguishes robust control theory is that it provides

a systematic approach to evaluating and designing controllers that attempt to maintain

performance speci�cations in the presence of uncertainty in a non-conservative fashion.

Because robust controllers can tolerate uncertainties, control of a building structure's

seismic response is an ideal application. The examples of uncertainties given above are all

present. Also, deformations in the structure will cause changes in the inherent sti�ness

and passive damping. The nonlinearities encountered in the deformation of the building

structure during a seismic event can also be considered as uncertainties.

While robust control provides performance in the presence of uncertainties, the per-

formance is de�ned by an H1 norm measure, which may not be well suited to the per-

formance objectives. In cases such as minimizing control energy, line-of-sight pointing

error, or (as in this paper) minimizing the root-mean-square (rms) vibration response of

a structure, the H2 norm is a better measure of performance. However, it is well known

that H2 design at high control authority levels has very poor robust stability properties.

These issues are addressed in the mixed H2=H1 design method. Mixed H2=H1 design

seeks to minimize the H2 norm of one transfer function while satisfying an overbound

constraint on the H1 norm of another transfer function. Using this approach allows one

to design for H2 nominal performance while maintaining the robust stability provisions

of H1 design.

The problem from a controls point of view is the need to develop a controller that

can reliably accommodate the uncertainty in excitation that is characteristic of earth-

quakes, while at the same time handle the presence of uncertainties caused by inelastic

structural response. The purpose of this paper is to examine design approaches which
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achieve nominal performance only (H2), robust performance (�-synthesis), and nominal

performance/robust stability (mixedH2=�), applied to the problem of building structural

control. The challenge is to achieve the highest attainable level of rms performance for a

speci�ed bounded set of uncertainties. This paper provides a brief description of the H2,

�-synthesis, and mixed H2=� design methods, emphasizing the role of uncertainty mod-

eling. A comparison of these controller design techniques is given, using the three-story

tendon controlled structure at the National Center for Earthquake Engineering Research.

2 Modeling for Design and Evaluation

Design of a high performance control system is inherently dependent on the availability

of an accurate design model and knowledge of associated uncertainties. For structural

systems such as the building control benchmark problem, models are typically of higher

order than is desirable, especially when frequency dependent weights are included in the

control design. As in the case of this benchmark problem, the complexity of a control

system may have constraints that require either reducing the model dimension for control

design, reducing the dimension of the control system, or designing optimal controllers of

�xed dimension. This paper implements the latter approach. A reduced order nominal

design model will be obtained from the evaluation model in Ref. 5. Additionally, a model

formulation will be presented which accounts for real parameter uncertainties in the design

model.

2.1 Nominal Performance Design Model

A six state nominal design model was obtained by balancing and residualizing the 20 state

evaluation model, retaining the modes at 2.268, 7.332, and 12.240 Hz. The generalized

plant for H2 control design is shown in Fig. 1. Inputs consist of the ground acceleration
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disturbance, �xg, sensor noise, and the tendon control input, u. Performance outputs

include the weighted displacement of the three 
oors relative to the ground, zp, and the

weighted control force, zu. The measurement output, y, is the absolute acceleration of

each of the three 
oors. All units are in volts.

Nominal
Plant

noisezu

u

zp

y

WpKd

Wu Kn

x
g

..

Figure 1: Generalized Plant for H2 Control Design

2.2 Robust Performance Design Model

The nominal evaluation model for the benchmark problem may be extended to include

parametric uncertainty within the control bandwidth in the form of errors in the modal

damping and frequency squared terms as introduced in Ref. 6. Uncertainty will only

be used for the natural frequency squared terms in this paper, but for completeness, the

formulation for uncertain modal damping will also be presented. Although the uncertain

natural frequency square terms are real parameters, using a complex uncertainty also

accounts for variations in modal damping if a hysteretic damping model is assumed.

In modal form, the nominal A matrix for a second order system is written

A0 =

"
0 1

�!2 �2�!
#

(1)

Introducing multiplicative uncertainty in the modal frequency square and modal damping
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terms results in

A =

"
0 1

�!2(1 + �1) �2�!(1 + �2)

#
(2)

= A0 +�A (3)

where

�A =

"
0 0

�!2�1 �2�!�2

#
(4)

= �1

"
0
1

# h
�!2 0

i
+ �2

"
0
1

#
[0 � 2�!] (5)

For a system with n total modes and m uncertain modes, A = A0 +
Pm

i=1�Ai, and

�Ai = (e2i)�1i(�!2
i )(e2i�1)

T + (e2i)�2i(�2�i!i)(e2i)T (6)

where (ej) is the jth standard basis vector for <2n. De�ning k to be the set of indices of

uncertain modes allows the plant with uncertain natural frequency square and damping

terms to be as shown in Fig. 2 with the following de�nitions:

�ALW = �ALD = E2k; �ARW = �
2ET
2k�1; �ARD = �D
ET

2k; (7)


 = diag[!k(i)]; D = diag[2�k(i)]; 8i = 1; 2; . . . ;m; (8)

E2k = [e2k(1) e2k(2) � � � e2k(m)] (9)

Fig. 3 illustrates the generalized plant for robust control design. In addition to the

uncertainty in the modal frequency square terms, an additive uncertainty is included to

represent model error outside the control bandwidth. This type uncertainty model forces

the controller to gain stabilize the high frequency modes that were truncated from the

evaluation model. Additional inputs for the robust control design generalized plant include

inputs associated with the additive uncertainty, wa, and the modal frequency uncertainty,

wm. Additional outputs include those associated with the additive uncertainty, za, and

the modal frequency uncertainty, zm.
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Figure 2: Plant with Uncertain Modal Damping and Frequency Square Terms

3 Controller Design Approaches

H2 methods are often used when designing control systems to reduce the vibration

response of a 
exible structure. While H2 design gives good nominal performance, the

controllers are highly tuned to the design model and errors in the design model are not

accounted for, typically inducing instability at higher levels of control authority. As a

result, the actual performance achievable is limited with H2 designs. To achieve high

levels of performance in the actual system, robustness to model errors must be taken

into account in the design process. In this section, a brief introduction to H2;H1; �-

synthesis, and mixedH2=� control design is given. In the following section, these methods

will be used to design controllers for the benchmark structural control problem and to

demonstrate the signi�cance of designing for nominal performance and robust stability.

For more details on the theoretical basis of the control design methods used in this paper,

see Refs. 14 and 15.

3.1 Design for Nominal Performance

The generalized plant may be written in state space form as

_x = Ax+B1w +B2u (10)

7



Uncertain
Plant

wa

zu

u

zp

y

WpKd

Wu Kadd

x
g

..

zmWmWmwm

Wadd za
noise

Kn

Figure 3: Generalized Plant for Robust Control Design

z = C1x+D12u (11)

y = C2x+D21w +D22u (12)

where x 2 <n is the state vector, w 2 <nw is the disturbance vector, u 2 <nu is the control

vector, z 2 <nz is the performance vector, and y 2 <ny is the measurement vector. The

H2 optimization problem is to �nd a stabilizing controller that minimizes the H2 norm

of the closed loop system from disturbance inputs w to performance outputs z, denoted

Tzw. The closed loop system may also be written as the linear fractional transformation

(LFT) shown in Fig. 4. Another approach to design for nominal performance employs

the H
1

norm, which can be interpreted as the gain of the system and is the worst-case

ampli�cation over all inputs w(t) of unit energy. From a frequency domain perspective,

the H1 norm is de�ned as the maximum singular value of T(s) over all frequencies, i.e.

k Tzw k1= sup
!
f��(Tzw(j!))g (13)

H1 control design theory, based on Refs. 7 and 8, involves de�ning (possibly frequency

dependent) weights on the inputs and outputs such that the performance objectives are
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satis�ed by minimizing k Tzw k1. Because the H1 norm is de�ned with respect to the

peak magnitude of the transfer matrix frequency response and the H2 norm is de�ned by

an integral square quantity (in time or frequency by Parseval's Theorem), the respective

closed loop systems may have considerably di�erent characteristics. Depending on the

performance objectives, one design procedure may be preferable to the other. With regard

to rms performance speci�cations, H2 design typically yields better nominal performance.

The signi�cant bene�t ofH1 theory is that robustness to model errors is explicitly factored

into the design process.

M

K

zw

u y

Figure 4: Linear Fractional Transformation of Closed Loop

3.2 Design for Robust Stability

In addition to nominal performance, robust stability is an important design consideration.

Robust stability requires the closed loop system to remain stable for bounded model

errors. The uncertainty may be modeled in many forms such as multiplicative, inverse

multiplicative, additive, parametric, etc. and may be located at various points in the

loop. Recall that in Section 2 a model was presented for the benchmark problem with

parametric and additive uncertainty modeled. By absorbing all of the scalings and weights

into the plant P, the robust stability problem may be formulated as the LFT in Fig. 5.

The uncertainties are scaled so that �� is the set of all stable perturbations such that

k � k
1
� �. Assuming that K(s) internally stabilizes the closed loop for � = 0, then

a su�cient condition for robust stability for all plants in the set formed by � 2 �� is
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that9;10

k Tzw(K) k1� 1

�
(14)

Thus like the nominal performance problem, robust stability is provided by minimizing

the norm of a particular transfer function.

P

K

zw

u y

∆

Figure 5: LFT for Robust Stability Analysis

3.3 Design for Robust Performance

It is the ability to formulate the performance problem as a robust stability problem that

enables robust performance controller design in the H1 setting. Consider the uncertain

plant in Fig. 3 with inputs and outputs de�ned for performance and an uncertainty model.

The plant is recast as an LFT in Fig. 6 where

w1 =

"
wm

wa

#
w2 =

"
noise
�xg

#
z1 =

"
zm
za

#
z2 =

"
zp
zu

#
(15)

The conditions for robust performance are:

1. robust stability (Eq. 14), and

2. performance maintained for all � 2 ��

Closing the loop from z2 to w2 through a �ctitious uncertainty block �p recasts the robust

performance problem as a robust stability problem, shown in Fig. 6 where the blocks are

scaled to one.
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A su�cient condition for robust performance is that

k T (K) k1< 1 (16)

De�ne �1 to be the set of all stable, bounded, unstructured perturbations � such that

k � k
1
< 1. When � 2 �1, Eq. 16 is necessary and su�cient to ensure robust stabil-

ity. Designing for robust performance using �p as in Fig. 6 introduces a block diagonal

structure to � which results in Eq. 16 being only su�cient and possibly overly conserva-

tive. This conservatism is relaxed in the �-analysis and �-synthesis procedures11;12;13 by

accounting for the block diagonal structure in �.

z2w2

w1 z1
T(K)

∆

∆

p

0

0

∆

Figure 6: LFT for Robust Performance Design

The structured singular value is used to de�ne the �-measure, which although not a

norm, is denoted

k T (j!) k�= sup
!
f�(Tzw(j!))g (17)

Hence the su�cient condition for robust performance in Eq. 16 becomes the necessary

and su�cient condition

k T (j!) k�< 1 (18)

Although the structured singular value cannot be directly computed, an upper bound can

be computed as

�(T ) = inf
D
f��(DTD�1)g (19)
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whereD = diag[djIj] has the same structure as D and dj are scalar, positive, real functions

of frequency. An iterative scheme is used to solve this optimization problem. In the �rst

step, an H1 controller is designed and in the second step, the D-scales are optimized

for this controller in accordance with Eq. 19. In the next iteration, these D-scales are

incorporated into the generalized plant and the control design is repeated, followed again

by D-scaling. This iterative process continues until the upper bound in Eq. 19 cannot be

reduced signi�cantly.

3.4 Design for Robust Stability and Nominal Performance

Although �-synthesis provides stability and performance in the presence of model errors,

the performance is de�ned by anH1-normmeasure which may yield poor H2 performance.

The mixed H2=H1 design procedure has been developed to provide robust stability and

nominal (H2) performance by minimizing the H2 norm for one set of inputs/outputs while

satisfying an H1-norm overbound for another set of inputs/outputs. With reference to

Fig. 6, the objective is to satisfy

min
K

k Tz2w2 k2 (20)

subject to

k Tz1w1 k1< 
 (21)

This problem has been solved for controllers of �xed dimension14;16 with a numerical

homotopy algorithm for the formulation of Ref. 14 given in Ref. 17. The homotopy

algorithm that solves the necessary conditions for a �xed order mixed H2=H1 (or �)

controller is a two parameter iterative scheme which e�ectively trades between robust

stability and nominal performance by varying the overbound on the H
1
-norm, 
, and

the weight on the H2 cost, �. For a given 
; � is increased until the H
1
-norm constraint
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becomes an active, equality constraint (at which point the H2 norm can no longer be

reduced) or until the H2 norm ceases to decrease. The set of controllers where the H1-

norm is equal to the overbound are called the boundary solutions, the set of which provides

an explicit trade between nominal performance and robust stability. By incorporating the

D-scales from �-synthesis into the H1 subproblem, the structure of the uncertainty block

may be accounted for, resulting in a �xed order mixed H2=� design procedure. The next

section presents a brief overview of the numerical algorithm used for �xed order mixed

norm controller synthesis.

4 Control Design Algorithm

This section presents a brief description of the homotopy algorithm for synthesis of �xed

order mixedH2=H1 controllers (�xed order H2 and H1 controllers are obtained as special

cases). Only an introduction to homotopy methods is presented here, but a complete

development of the control design algorithms is given in Ref. 17. The formulation and

necessary conditions for �xed order mixed H2=H1 control design is presented in Ref. 14

where a controller canonical form is used for the compensator dynamics.

Homotopy methods o�er an attractive alternative to more standard approaches of

optimal controller synthesis such as sequential and conjugate gradient methods. The

basic philosophy of homotopy methods is to deform a problem which is relatively easily

solved into the problem for which a solution is desired. Homotopy methods embed a given

problem in a parameterized family of problems. More speci�cally, consider sets � and

Y 2 <n and a mapping F : �! Y , where solutions of the problem

F (�) = 0 (22)

are desired with �2� and F (�)2Y . The homotopy function is de�ned by the mapping
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H : �x[0; 1]! <n such that

H(�1; 1) = F (�) (23)

and there exists a known (or easily calculated) solution, �0, such that

H(�0; 0) = 0 (24)

The homotopy function is a continuously di�erentiable function given by

H(�(�); �) = 0; 8�2[0; 1] (25)

Thus the homotopy begins with a simple problem with a known solution, Eq. (24),

which is deformed by continuously varying the parameter until the solution of the original

problem, Eq. (22), is obtained19: The power of homotopy methods is that minimization

is not strongly dependent on starting solution, but depends on local, small variations

in the solution. Theoretically, these methods are globally convergent for a wide range

of complex optimization problems, but in actuality, �nite wordlength computation often

introduces numerical ill-conditioning resulting in di�culties with convergence. In light of

these numerical limitations, a judicious choice of the initial problem and the associated

initial stabilizing compensator is necessary for convergence and e�cient computation.

However, the ability to select an initial problem with a simple solution renders homotopy

methods more widely applicable than sequential or gradient based methods, which have

a more stringent requirement for an initial stabilizing solution.

Continuous homotopy methods involve integration of Davidenko's di�erential equa-

tion, which is obtained by di�erentiating Eq. (25) with respect to �, yielding

d�

d�
= �

 
@H

@�

!
�1

@H

@�
(26)

Given �(0) = �0, this initial value problem may be numerically integrated to obtain the

solution at � = 1 if the solution exists and is uniquely de�ned.
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In Ref. 17, a continuous homotopy algorithm is presented for �xed-order mixedH2=H1

compensator design. The homotopy function is de�ned as the gradient of the cost func-

tional with respect to the controller parameters. The �ve �rst order necessary conditions

which result from the mixed norm cost functional include one nonlinear, coupled matrix

equation, (the gradient of the cost functional with respect to the controller parameters),

three lyapunov equations, and one ricatti equation. The gradient of the homotopy function

is obtained from the second derivative of the mixed norm cost functional and is obtained

by di�erentiating the �rst order necessary conditions with respect to the controller gain

parameters and the homotopy parameter.

In essence, a mixed discrete and continuous approach is employed where Davidenko's

di�erential equation, Eq. (26), is integrated along the homotopy path and at discrete

points along the trajectory, a local optimization is used to remove integration error. Local

optimization at discrete points along the homotopy trajectory allows a crude integration

procedure with large step sizes to be employed for e�ciently tracking the solution curve.

The numerical aspect of �xed order, mixed norm control design presents quite a chal-

lenge for several reasons. For �xed order control design, there are no guarantees on

uniqueness or existence of the �xed order controllers. Also, use of a canonical form on

the controller architecture imposes constraints on the topology of the controller parame-

ter space may introduce ill-conditioning. Canonical forms are known to be more poorly

conditioned in general as compared to non-minimal realizations as well. The result is

that the numerical algorithm often encounters situations where the hessian is either ill-

conditioned (large spread in singular values which may indicate singularity) or inde�nite.

The existence of local maxima, saddle points, or long narrow valleys provides a severe

challenge to local optimization algorithms. A partitioned Newton method was developed

for use with the mixed norm homotopy algorithm to accommodate these points where the
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hessian is ill-conditioned and inde�nite:20

5 Controller Design Results

This section presents a comparison of the design approaches for nominal performance

(H2), robust performance (�-synthesis), and nominal performance/robust stability (mixed

H2=�) for the benchmark structural control problem. For evaluating the nominal perfor-

mance of these designs, performance is de�ned by the rms response of the three relative


oor displacements, Vz, and the rms control e�ort, Vu.

With reference to Fig. 1 for the H2 nominal performance design, the disturbance input

and performance output vectors are

w =

"
noise
�xg

#
z =

"
zp
zu

#
(27)

The design parameters are de�ned as follows: the control weight, Wu =
p
�, the weight on

relative displacement of each 
oor, Wp = 25, the sensor noise intensity, Kn = 0.001, and

the intensity of the ground disturbance, Kd = 0.0017 (chosen to match the dc intensity

of the Kanai-Tajimi (K-T) spectrum). Control authority was varied in the design process

using the scalar �.

For the �-synthesis design, Fig. 3 is used where the uncertainty model included 5%

uncertainty for the natural frequency square error (Wm =
p
0:005) and the additive

uncertainty weighting function is given by

Wadditive = 6:4
(s+ 5)3

(s + 200)3
(28)

In order to balance the plant for improved numerical results, the additive uncertainty

model is realized as the frequency dependent term, Wadd, and the constant gain term,
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Kadd, as indicated in Fig. 3. The uncertainty block has the structure

� =

2
6666664

�1
�2 0

�3
0 �4

�p

3
7777775

(29)

with �4 2 C3x1 and �p 2 C4x4. For the �-synthesis design, the corresponding disturbance

and performance vectors are

w =

2
6664

wm

wa

noise
�xg

3
7775 z =

2
6664
zm
za
zu
zp

3
7775 (30)

A set of � controllers of varying control authority was designed by �xing Wp and

varying � to achieve good nominal performance. In order to make a consistent compari-

son of control approaches from a robustness perspective, each controller was designed to

achieve a � measure of one so that achievable performance given a �xed level of robustness

could be evaluated. First order D-scales were used for each � controller design, resulting

in � controllers with 19 states computed using the MATLAB �-Analysis and Synthesis

Toolbox:18

Finally, a set of mixed H2=� controllers were designed with �xed controller dimension

of 6th order using the homotopy algorithm of Ref. 17. In order to trade between nominal

performance and robust stability, the H2 subproblem is de�ned for nominal performance

as above and the � subproblem accounts for the additive and parametric uncertainty

models. The problems are de�ned by the inputs and outputs

w1 =

"
wm

wa

#
z1 =

"
zm
za

#
w2 =

"
noise
�xg

#
z2 =

"
zp
zu

#
(31)

and the D-scales for the � subproblem are obtained from D �K iterations for Tz1w1.
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Figure 7: RMS Performance Comparisons

Fig. 7 presents the rms nominal performance curves for each control design method.

The robust control designs are for the baseline uncertainty model (which has 5% uncer-

tainty in the natural frequency square parameters and the additive uncertainty). The

costs are computed with the K-T spectrum input. H2 design costs are computed for both

the design and evaluation models to illustrate the limitation on achievable performance

due to model error. Although the cost curve evaluated with the design model extends

to high control authority levels, the maximum performance with the evaluation model is

obtained at � = 15:63. The loop closed with the H2 controllers and the evaluation model

are unstable for smaller values of �. This cost comparison also indicates that for control

authority levels lower than the instability level, the actual performance is almost identical

to the design model performance.

Fig. 7 also indicates the loss of rms performance that is incurred in exchange for robust

performance. As a basis for comparison the set of � designs is evaluated in terms of rms

performance. A substantial gap in performance exists between the H2 and � designs since
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the � designs achieve a given level of output performance at a higher control cost than the

H2 designs. However, the mixed H2=H1 designs e�ectively recover the rms performance

of the H2 designs while providing the same level of robust stability as the � designs.

The mixed H2=� design procedure provides performance comparable to H2 design while

overcoming the major shortcoming of H2 design, namely a lack of stability robustness.

The impact of uncertainty on performance in the mixed norm design setting is evident

in Fig. 8 where a set of mixed norm designs are evaluated with 10% and 20% paramet-

ric uncertainty in addition to the baseline 5% parametric uncertainty. As the level of

robustness increases, performance in sacri�ced as indicated by the upward shift in the

performance curve. A cursory comparison of Figs. 7 and 8 indicates that the mixed norm

controllers designed for 10% and 20% parametric uncertainty yield comparable perfor-

mance to the � controllers designed for 5% uncertainty. Hence the mixed norm designs

provide more robust stability for a given level of performance than the � controllers. Note

that these comparisons are for nominal performance and may not hold for robust perfor-

mance. In these analyses, the additive uncertainty is held �xed since it is de�ned with

respect to the model and serves only to force the controller to roll o� and gain stabilize

the high frequency unmodeled dynamics.

Robust stability of each design is evaluated using mixed � analysis where the para-

metric uncertainty is considered real and the additive uncertainty complex. As a result,

the mixed � measure is a less conservative measure of robust stability. Fig. 9 plots the

� measure for the set of H2 controllers for varying authority levels as a function of para-

metric uncertainty level. This plot should be interpreted as indicating the magnitude

of perturbation required to destabilize the closed loop. From Eq. 14, a � measure < 1

indicates robust stability is guaranteed for all plants in the uncertain set. For a controller

associated with a � measure of �, the system will be unstable for k � k1� 1
�
. The
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Figure 8: Impact of Uncertainty Level on RMS Performance

H2 designs are robust with respect to the uncertainty model only for very low authority

controllers.

Fig. 9 illustrates the well known property of H2 controllers that as control authority

increases, the sensitivity (in terms of stability) to model error increases. This �gure

also indicates that the � measure is relatively insensitive to di�erent levels of parametric

uncertainty at high control authority levels which indicates that the additive uncertainty

dominates the stability analysis. Only at low authority levels are the H2 designs sensitive

to parametric uncertainty. Since control bandwidth is proportional to the authority level

for these H2 designs, the higher authority controllers interact with and destabilize the

unmodeled modes.

Robust stability analyses of the mixed norm designs for 5%; 10%; and 20% parametric

uncertainty are shown in Figs. 9 and 10. For the 5% uncertainty design, anH1 overbound

of one was achieved. Although robust stability is not guaranteed for levels of uncertainty
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above 5%, the � measure for 25% parametric uncertainty is less than two, which is roughly

three times better than the H2 designs. It is also interesting to note that the � measure

for the mixed norm design is sensitive to di�erences in parametric uncertainty and is

relatively insensitive to the control authority, which is opposite the characteristic of the

H2 designs. As a matter of fact, the � measure decreases slightly with control authority

for the mixed norm designs. Somewhat di�erent behavior is observed with the mixed

norm designs for 10% and 20% parametric uncertainty. The mixed norm design set for

10% parametric uncertainty used an H1 overbound of 1:3, so robust stability is not fully

guaranteed for 10% variations in the uncertain natural frequency. From Fig. 10, the

peak � measure for 10% parameter uncertainty is 1:26. Similarly for the mixed norm

design with 20% parametric uncertainty, an H
1
overbound of 2:1 was used and the peak

� measure is 1:75. These two designs have a characteristic behavior more similar to the

H2 designs in that the � measure is more sensitive to control authority than parametric

uncertainty level. However, the variation with control authority is signi�cantly less than

the H2 designs.

For a second order system with an uncertain natural frequency square parameter,

(Eq. 2 with �2 = 0), if �1 is considered a real parameter the uncertain system will be

stable when �1 > �1. However, if �1 is a complex variation, the system is stable only

when j�1j < 2�:21 Thus representing the real parameter uncertainty as a complex variation

introduces signi�cant conservatism in the control design. The impact of this is evident in

the mixed norm design with 10% and 20% parametric uncertainty. The homotopy began

with a �xed order � design for Tz1w1 which exists because of the arti�cial destabilizing

e�ect of the complex parametric uncertainty. For the 10% uncertainty level, the �xed

order H1 design with the D scales from the full order � design resulted in a minimum

H1 norm of 1.2539. For 20% uncertainty, the minimumH1 norm is 2:0463. Since these
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designs are for the H1 subproblem only, they represent a lower limit on the H1 norm

for the mixed H2/� designs and are used as the initial points for the � homotopies in the

mixed norm designs.

The complex � measure of each mixed norm boundary controller is only very slightly

less than the H1 norm overbound, indicating that the D-scales obtained from the full

order D � K iteration for Tz1w1 for each uncertainty level are nearly optimal for the

6th order mixed norm controllers. Had this not been the case, the D-scales could have

been optimized for a mixed norm boundary controller, followed by another �xed order

controller optimization step.

Using the simulink model provided with the benchmark problem, the ten evaluation

criteria speci�ed in Ref. 5 are evaluated for the full order H2 , �, and �xed (6th) order

mixed H2=� designs. The performance criteria for the H2 and mixed H2=� controllers,

designated by 'x' on Fig. 7, and the � controller, designated by 'o' on Fig. 7, are listed

in Table 1. The H2 and mixed H2=� design points are for � = 30 since for � < 25, the

hard constraint on peak control input is violated with the H2 design. Examination of

the time responses for the mixed norm control designs revealed that the constraint was

violated only by a small margin of short duration with no discernible impact on closed

loop performance.

To illustrate the level of performance attained by these controller design points, open

and closed loop time responses of the relative 
oor displacements to the Hachinohe Earth-

quake record are shown in Figs. 11, 12, and 13. The nominal evaluation model was used

with the simulink model to generate these time responses. These �gures indicate that

the three controller design points yield similar levels of vibration suppression, albeit with

di�erent levels of robustness.
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Table 1: Evaluation Criteria for Controller Design Points

Criteria H2 � Mixed H2=�

J1 0.1213 0.1229 0.1226
J2 0.2713 0.2683 0.2734
J3 0.0388 0.0425 0.0395
J4 0.0442 0.0443 0.0436
J5 0.0086 0.0080 0.0087
J6 0.2840 0.2960 0.2818
J7 0.8073 0.8009 0.7902
J8 0.0913 0.0902 0.1030
J9 0.0917 0.0858 0.2112
J10 0.0375 0.0370 0.0396

RMS Control Force (kN) 2.4717 2.3207 2.5250
RMS Control Input (V) 0.7395 0.7983 0.7547
RMS Actuator Disp. (cm) 0.0908 0.0993 0.0925
Peak Control Force (kN) 10.8500 10.6910 11.4517
Peak Control Input (cm) 2.9973 3.3087 3.5919
Peak Actuator Disp. (cm) 0.3657 0.3951 0.3912

6 Conclusions

This paper has presented a comparison of H2, �-synthesis, and mixedH2=� control de-

sign for a structural benchmark control problem with an emphasis on the issues of robust

stability and nominal performance. A particular uncertainty model was employed which

accounted for uncertainty in the natural frequency of each mode in the control bandwidth

and an additive uncertainty to provide stability in the presence of high frequency unmod-

eled modes. It has been shown that although H2 design yields good nominal performance,

the designs have poor stability characteristics with respect to errors in the design model.

�-synthesis designs provide robust stability, but tend to sacri�ce performance for robust

stability and result in controllers with higher control authority than the H2 designs for

a given level of performance. A �xed order mixed H2=� design approach was introduced

which provides the same robust stability guarantees as the �-synthesis designs while al-
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most fully recovering the H2 nominal performance levels. Accounting for the model errors

also permits higher levels of control authority for which the H2 designs are destabilizing

with the evaluation model. This mixed norm design approach was demonstrated to be

an e�ective means for designing H2 controllers with robust stability for the benchmark

structural control problem.
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Figure 9: Robust Stability Analysis of H2 (top) Controllers and Mixed Norm Designs
Performed for 5% Uncertainty (bottom)
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Figure 10: Robust Stability Analysis of Mixed Norm Designs Performed for 10% (top)
and 20% Uncertainty (bottom)
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Figure 11: Closed Loop Response of H2 Controller
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Figure 12: Closed Loop Response of � Controller
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Figure 13: Closed Loop Response of Mixed Norm Controller
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